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Spectral density of fluctuations in fractional bistable Klein-Kramers systems
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We investigate the stationary spectral density of fractional bistable Klein-Kramers systems. First, we deduce
a dissipation-fluctuation relation between the stationary spectral density at thermal equilibrium and the linear

response of the system to an applied perturbation. Second, we describe how to obtain the linear dynamic
susceptibility from the method of moments, and thus we derive the fluctuating spectral density from the
dissipation-fluctuation relation. Finally, we exhibit the structure of this fluctuating spectral distribution and
explore the effect of the subdiffusion on it. Compared with the standard bistable Klein-Kramers systems, our
observation on the spectral distribution in fractional systems reveals that the subdiffusion weakens the oscil-
latory components of the intrawell oscillation and the above-barrier motion. This phenomenon should reflect a
fact that the particles tend to stand still in separate wells in subdiffusive processes.
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I. INTRODUCTION

Diffusive processes in nature can be classed as either nor-
mal or anomalous [1]. In normal diffusion the second-order
central moment is linear in time, namely, {[x(¢)—{x(1))]*) ¢,
while in anomalous diffusion this physical quantity is gener-
ally characterized by a power-law relation, i.e., {[x(r)
—{x(1))]?)1” with o# 1. Here o is called the diffusive ex-
ponent, and provides additional classification with phenom-
ena categorized as superdiffusive (0>1) or as subdiffusive
(0<o<1). Recently, there has been a continuously growing
interest in exploring the complex stochastic dynamics con-
nected with anomalous diffusion that has been increasingly
observed in fluid transport within porous media, surface
growth, diffusion of plasma, diffusion at liquid surfaces, two-
dimensional rotating flow to name a few [1-4].

To describe such anomalous diffusion processes, several
fractional Fokker-Planck equations (FFPE) have been intro-
duced by replacing some integer-order derivatives in the
standard equations with fractional analogs [5-11]. Due to
slowly decaying characteristic kernels showing strong
memory effect and nonexponential relaxation, as well as the
straightforward inclusion of time-independent external fields,
the FFPE approach has proved to be powerful in describing
relaxation behavior. Several numerical schemes including di-
rect simulation [12], the prediction-correction technique
[13], the matrix continued fraction method [14], and the sub-
ordination method [15], have been proposed to numerically
solve or directly simulate fractional dynamics. However,
most of this body of work mainly concentrates on calculating
the probability distribution. In contrast, the focus of this pa-
per concerns the calculation of the spectral density of the
bistable fractional Klein-Kramers (FKK) equation and the
effect of subdiffusion on its dynamics.

For many problems of spectroscopy and for radiophysics,
the spectral distribution is of key interest [ 16—18]. Generally
speaking, when nonlinear stochastic systems are involved,
their spectral density is frequently obtained from the autocor-
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relation function through the Wiener-Khintchine theorem,
and as a result one must use certain transient methods to
derive the transition probability density function and the cor-
relation function. Nevertheless, we adopt here a different
means. Applying the general frame [19] to subdiffusive pro-
cesses described by the bistable FKK equation, we derive a
dissipation-fluctuation relation between the linear dynamical
susceptibility and the spectral density of fluctuations, which
is similar to that found in the normal diffusion [20], and
therefore with the relation, we obtain the fluctuating spectral
distribution by calculating the linear dynamic susceptibility
using an asymptotical numerical method. To do this, we will
demonstrate how to calculate the linear dynamic susceptibil-
ity by extending the method of moments to a formal time-
periodically modulated bistable FKK equation. Although the
genuine physical meaning of such time-dependent FKK
equations has not been verified from the viewpoint of the
continuous limit of a continuous-time random walk with a
Mittag-Leffler residence time density [21,22], it is useful in
calculating the stationary spectral density of the original
time-independent bistable FKK equation. After that, we will
analyze the subdiffusive effect on fluctuating spectral densi-
ties by observing their evolution as noise intensity increases.

The paper is organized into five sections. Following this
introduction, a dissipation-fluctuation relation is presented in
Sec. II for subdiffusive processes characterized by the time-
independent FKK equation. To calculate the linear dynamics,
we generalize in Sec. III the method of moments from the
standard time-periodically modulated bistable FKK equation
to treat the fractional case. The calculated spectral density of
fluctuations is displayed and the effect of subdiffusion on it
is discussed in Sec. IV. Finally, conclusions are drawn in
Sec.V.

I1. DISSIPATION-FLUCTUATION RELATION IN
FRACTIONAL KLEIN-KRAMERS SYSTEMS

Consider a subdiffusive particle of velocity v and dis-
placement x moving within a time-independent bistable po-
tential U(x)=x*/4—x?/2. Then according to Refs. [7,8], we
have for the probability density function p(x,v,f) in phase
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space the following dimensionless FKK equation

&
+'yDﬁ px,v,0), 0<o<l, (1)
v

where vy denotes the friction constant and D is the Boltzmann
temperature. The fractional Riemann-Liouville operator
OD}_‘T is defined via an integral operator of a slowly decaying
power-law kernel [23] as

1 o ("  plot)
D} plxv.t =——J dr 2
PP = m o)

for 0<o<1. When o—1, the standard Klein-Kramers
equation is recovered. Since the Riemann-Liouville operator
acts exclusively on variable ¢, it is easy to verify that the
steady solution of Eq. (1) still is the Gibbs-Boltzmann equi-
librium distribution

Po(x,v) = Z exp[— (V42 + x*/4 — x*/2)/D] (3)

(2)

with Z being the normalized constant.

In an effort to develop the relation connecting the station-
ary spectral density with the linear dynamical susceptibility
of the fractional system Eq. (1), let us start with a time-
periodically modulated fractional system, which is formally
derived from Eq. (1) by replacing the time-independent
bistable potential U(x) with a time-periodically modulated
potential U(x)=x*/4-x2/2—xe(r) with e(f)=ee’™ being an
external force. The time-periodically modulated fractional
system is governed by

P
- .X,U,t
atp( )

= ODII_"[LFP(x,v) + L, (x,0,0)]px,v,0), 0<o<l,
4)
where the Fokker-Planck-type Klein-Kramers operator

Jd Jd )
Lep(x,v)=—v—+ —(w+x* —x—ge’¥) + Dy—
rp(x,0) Pe O,'v(yv ) yﬁvz

is time-independent and the perturbation part L,.(x,v,?)
=—£S(I) is time dependent. Here we emphasize that
throughout natural boundary conditions are always assumed.

Suppose the external force is very weak, namely, e<<1,
then within the linear response range [19,20,24-26] the long-
time solution of Eq. (4) can be sought in the form

pas(x,v,t)=p0(x,v)+Pl(x,v,t) (5)

with P;(x,v,f) as a perturbation to be determined. Substitu-
tion of Eq. (5) into Eq. (4) yields

AP (x,v,1)

o = OD}_GLFP(x,v)Pl(x,v,t)

+ oD} L (x,0,1)po(x,0). (6)

Due to the smallness of both ,D}™L,.(x,v,t) and P(x,v,1),
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oD} " Loy(x,v,1)P(x,v,1) is neglected in the derivation of
Eq. (6). Using Fourier transform techniques [19], a formal
solution to Eq. (6) can be acquired as

(! e ,
Pi(x,v,1) = Bf E (Lpp(x,v)(t—1")7) X ODZI, vpolx,v)dt’,

™)

where E () is the Mittag-Leffler function defined by the
series EU(Z)=2:10=OF(%"U”)'

To obtain an expression for the linear dynamical suscep-
tibility, let us consider the deviation of the long-time dis-
placement coordinate average from thermal equilibrium [20].
Using Egs. (5) and (7) and changing the integration order, we
find the deviation

t
Ax(t)=ffo1(x,v,t)dde=f RA’L(t—t’)ODtl,_UF(t')dt'

(8)
with linear response function
IJI E o(Lpp(x,0)t)vpo(x,0)dxdv, t=0
.y XL X,U vpolx,v)dxdv, 1=VU;
R()={D FP Po
0, t<<0.
)
Noting the formal solution of Eq. (1)
P(x,0,1%0,00,0) = E (Lpp(x,0)1%) 8(x — x0) 8(v — vy),
(10)

and letting #; and ¢, be two times after the fractional system
attains thermal equilibrium, then between x(z;) and x(z,) with
t=t;—1,=0 we have stationary correlation function

K)‘”(t):J JxEU(LFP(x,v)t")vpo(x,v)dxdv. (11)

By virtue of va(t)=—%Kxx(t), a comparison Eq. (9) with Eq.
(11) yields

1d
-——K, (1), t=0;
R ()=y Ddt (12)

0, t<0.

This is the dissipation-fluctuation relation for the fractional
system Eq. (1).
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Taking into account the spectral density of fluctuations
Q(@)=5-1" K () dr="1 7K, (t)cos(wr)dt, a Fourier
transform of Eq. (12) yields

Xo(w) = %){KXX(O) - iwaroc K. (D)[cos(wt) —i sin(wt)]dt}.

0

(13)

Further equating imaginary parts gives the Kramers-Kronig
relation

Im{x(@)] =~ 0y(w). (14)

where we have used the linear dynamical susceptibility
X @)=[§7R, L (e7dt=Re x(w)—iIm x(w). Evidently,
Eq. (14) establishes a connection between the spectral den-
sity of fluctuations and the dynamical susceptibility, and in
this paper it provides a foundation for calculating the fluctu-
ating spectral density by an asymptotic method.

Now we make Fourier transform on Eq. (8) to obtain the
deviation in the frequency domain

AF(w) =27e(in) Ty (0)dw - Q). (15)
An inverse Fourier transform of Eq. (14) yields
(Ax(1)) 45 = 8D T x (D). (16)

Combining Egs. (14) and (16) indicates that if we can calcu-
late the deviation of the long-time linear dynamics of the
time-dependent system Eq. (4), then the spectral density of
the time-independent system Eq. (1) can be acquired.

III. METHOD OF MOMENTS FOR CALCULATING THE
LONG-TIME LINEAR DYNAMICS

In this section for calculating the long-time linear dynam-
ics, we extend the method of moments [24] to the time-
periodically modulated fractional system (4). Let f(x,v) be
some function of x and v, and suppose the expectation
(flx, o) =" f(x,v)p(x,v,t)dxdv exist, then from Eq. (4)
we acquire the following evolutionary equation

a(f(x,0)(0) o] of , af
s () oo

Pfx,v) df(x,v)
+’Y{D<%>—<v%>]. (17)

We decompose P;(x,v,t) in Eq. (5) into a product of first-
order harmonic and time-independent part [24-26], and then
the long-time solution to Eq. (4) turns into

p(-x7v’t)=p0(-x’v)+pl(x’v)8(t)' (18)

Substituting Eq. (18) into Eq. (17) and omitting the higher-
order term o(e) yield
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| of w2y (¥
iQ(f(x,v),e(t) = {<v&x>1 - <U (x)(gv>1 +<(9v>0

. V{D Pf(x,v)

w? 1

_ <v—’9f(x’v)> HOD}—%@). (19)
dv 1

Here (f(x,v));=f[pix,v)f(x,v)dxdv, i=0, 1. A Fourier
transform of Eq. (19) gives

.\ O N | i
(i) (flx,v)) = <vo,,x>1 <U ()C)av>1 + <av>0
{D Pf(x,v) af(x,v) }
Y w? 1_ v Jv .

(20)

To determine p,(x,v), let us expand it into power series
form

N k

P1(x,) = polx,v) 2 X Cp v, (21)
k=0 j=0

where N is the truncation order to be determined by numeri-
cal convergence. Choice of f(x,v)=x"v'(m, 1=0, m+I
>0) and insertion of the expansion (21) into Eq. (20) lead to

N &k

E 2 Ck’j{[(iQ)a-<xm+jvk—j+l>0 _ m<xj+m—lvk—j+l+1>0
k=0 j=0

+ l<Ur(x)xj+mvk—j+l—1>O] _ 'y[Dl(l— 1)<xm+jvk—j+l—2>0
= Ko o Th = v, (22)
Using dpy/ dv=—vpy/D and dpy/ dx=-U"(x)p,/D and along

with the probability normalization requirement, Eq. (22) re-
duces to

N k

S S CAGRT 1, — (Mol ]

k=1 j=0
+ D[m(] - k) + lj](xj+m—1vk_j+1_1>0
DUk = T = . (2)

It is clear that Eq. (23) is consistent with Eq. (13) in Ref.
[24] when o— 1. For all m and [ satisfying 1 =m+I=<N, Eq.
(23) is a linear algebraic system of N(N+3)/2 unknowns,
and its solution can be sought with subroutine DLSARG in
Microsoft’s FORTRAN power station.

Once Eq. (23) is solved, a scaled Fourier coefficient

UQ) = J f -

N k

=22 Cro (0 g = (o 7)g)  (24)

k=1 j=0

is obtained. We can then obtain the long-time deviation due
to the external periodic modulation
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(Ax(1))ys = £X(Q)e'. (25)
Comparison of Egs. (16) and (25) leads to
R(Q) = (i)' 7x, (). (26)

Combining Egs. (14) and (26) suggests that the spectral den-
sity of fluctuations Q,({2) can be acquired by the method of
moments.

IV. FLUCTUATING SPECTRAL DENSITY OF
FRACTIONAL BISTABLE KLEIN-KRAMERS SYSTEMS

Before exploring the effect of the subdiffusion, we need to
discuss the convergence of the method of moments. In nor-
mal diffusion it is well known that the method of moments
has quick convergence when the friction constant is large,
while in the limit of zero friction the convergence becomes
quite slow [24]. However, in subdiffusion, we observe that a
small diffusive exponent actually counteracts the effects of
small friction constant. That is to say, when the diffusive
exponent is small enough, a convergence precision can be
accepted at a lower truncation order, such as at N=12, even
if the friction constant is much less than 0.1. In the following
numerical experiments, to guarantee the convergence both in
the normal diffusive and subdiffusive cases, we fix N=24 to
demonstrate the calculated spectral distribution of Eq. (1) for
the parameters under concern.

For the standard bistable Klein-Kramers system, when the
weak friction constant is small enough, three different types
of stochastic motion are encountered, namely, the interwell
jump, the intrawell oscillation and the above-barrier oscilla-
tion, and as a result of competition among these motions,
there are three distinct spectral peaks coexisting within a
certain noise range [27], which are referred to as the zero-
frequency peak, the intrawell frequency peak, and the above-
barrier frequency peak, respectively [24,28]. Here our inter-
est is to explore how subdiffusion affects the complex
fluctuating spectral distribution. To clarify this point, we plot
in Fig. 1 the fluctuating spectral diagram for y=0.05 and at
three noise levels.

At the zero limit noise level of D=0.001 when o=1, Fig.
1(a) exhibits an obvious intrawell frequency peak near w,
=12 that corresponds to the minimal unperturbed eigenfre-
quency at the well bottom, but the peak turns more and more
obscure as o continually decreases. For instance, when o
=0.7 the intrawell frequency peak has entirely vanished. At
medium noise levels around D=0.1 when o=1, Fig. 1(b)
displays a double-frequency peak in the spectral distribution,
the left being the above-barrier frequency peak and the right
being the intrawell frequency peak, but both are weakened or
vanish when o<1. As for higher noise levels around D
=2.0, when o =1, there exists an exclusive above-barrier fre-
quency peak and it has a similar weakening tendency as o
reduces. Evidently, the observation on Fig. 1 tends to imply
that the components of both the intrawell oscillation and the
above-barrier motion are inhibited by subdiffusive processes.

To further confirm this implication, we also exhibit the
evolution of nonzero peak frequencies versus noise intensity
for y=0.05 in Figs. 2 and 3. Here the nonzero peak fre-

PHYSICAL REVIEW E 81, 021109 (2010)

log, (Qy(w))

0.06 1

Qy(w)

0.031

0.00-

06 1.2 18 24
(b) ®
159
1.2-
0.94
o 0.6-

0.3

0.0

(c) )

FIG. 1. (Color online) Fluctuating spectral distribution under
different noise level with y=0.05 and o values of 1.0 (black line);
0.95 (blue line with asterisks); 0.9 (red line with empty circles); 0.8
(green line with solid circles) and 0.7 (purple line with pentacles).
The noise intensity is (a) D=0.001; (b) D=0.1 ; (c) D=2.0.

quency refers to a nonzero frequency at which the spectral
peak is observed. For 0=0.95 as shown in Fig. 2, there are
two branches of peak frequency curves, and the left repre-
sents the intrawell peak frequency, while the right corre-
sponds to the above-barrier peak frequency. As for 0=0.8,
we note that no matter how the noise intensity changes, there
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N
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D

FIG. 2. Evolution of nonzero peak frequency via the noise in-
tensity with y=0.05 and 0=0.95.

is only one nonzero frequency spectral peak left in the spec-
tral distribution, so there is only an intrawell frequency
branch plotted in Fig. 3. On further scrutiny into cases with
smaller subdiffusive exponents, say o=0.5, it is obvious that
we can no longer observe any nonzero peak frequencies.
Clearly, these observations for Figs. 2 and 3 lead to the same
conclusion as that for Fig. 1.

In addition, we also observe that although subdiffusion
has a tendency to inhibit the intrawell oscillation and the
above-barrier motion, the zero frequency spectral peak is al-
ways enhanced by reducing the subdiffusive exponent. Since
the zero-frequency spectral peak correlates with the probabil-
ity of the interwell jump events [24], the rise in height should
infer that subdiffusion enhances the stochastic interwell jump
in subdiffusive processes.

Why does such an interesting phenomenon occur? Let us
seek a clue from the intuitive characteristics of such a sub-
diffusive process. In subdiffusive processes, the second-order
central moment satisfies power law ([x(r)—(x(z))]*)=” for
0<o<1, signifying that the diffusion in the particle’s dis-
placement is much slower than the change in time. Therefore
we can imagine that the subdiffusive particle spends more
time standing still in each well rather than oscillating near
the well bottom or above the barrier. This inference is to
some extent coincident with the sample path derived in Ref.
[15]. Besides, as further support, we demonstrate the phe-

1.254
1.20 4

1.154

o(D)

1.104

1.05 4

1.004

FIG. 3. Evolution of nonzero peak frequency via the noise in-
tensity with y=0.05 and 0=0.8.
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FIG. 4. (Color online) Fluctuating spectral distribution under
different noise level with y=0.3 and o being 1.0 (black line); 0.95
(blue line with asterisks); 0.9 (red line with empty circles); 0.8
(green line with solid circles) and 0.7 (purple line with pentacles).
The noise intensity is (a) D=0.0005 ; (b) D=1.5.

nomenon in Figs. 4 and 5 by exhibiting some numerical re-
sults for a larger friction constant y=0.3. As shown in the
figures, a double-frequency spectral peak does not appear.
Especially when 0=0.8, the exclusive intrawell spectral peak
in Fig. 3 also disappears, so for larger friction constants we
do not give a similar plot to Fig. 3.

V. CONCLUSIONS

Using the dissipation-fluctuation relation between the lin-
ear dynamical susceptibility and the spectral density of fluc-

1.5+

1.24

o(D)

0.94

0.0 0.5 1.0 1.5 2.0 25
D

FIG. 5. Evolution of nonzero peak frequency via the noise in-
tensity with y=0.3 and 0=0.95.
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tuations, the stationary spectral distribution of the time-
independent bistable FKK systems has been investigated by
the method of moments. Compared with normal diffusive
processes described by the standard bistable Klein-Kramers
equation, subdiffusive processes described by the fractional
equation have a simple spectral structure. When the diffusive
exponent is near unity, the spectral distribution of the subdif-
fusive process resembles that of the normal diffusive pro-
cess. However, as the diffusive exponent further decreases,
the change in the spectral distribution shows that both the
intrawell oscillation and the above-barrier motion will be-
come weak or vanish. We infer that the effect of subdiffusion
on the fluctuating spectral density should be due to the char-
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acteristics of the subdiffusive process, which make the sub-
diffusive particle spend more time in residing quietly in each
well. At the same time, the continuous rise in the height of
the zero-frequency spectral peak seems to imply an enhanced
occurrence of the interwell jump that is worthy of further
theoretical consideration particularly from the viewpoint of
fractional survival probability.

ACKNOWLEDGMENTS

The work was financially supported by the National Natu-
ral Science Foundation of China under Grants No.
10602041, 10771168, and 10972170.

[1]7J. Bouchaud and A. Georges, Phys. Rep. 195, 127 (1990).
[2] T. H. Solomon, E. R. Weeks, and H. L. Swinney, Phys. Rev.
Lett. 71, 3975 (1993).
[3] E. K. Lenzi, R. S. Mendes, K. S. Fa, and L. C. Malacarne, J.
Math. Phys. 44, 2179 (2003).
[4] A. Klemm, H. P. Miiller, and R. Kimmich, Phys. Rev. E 55,
4413 (1997).
[5] R. Metzler and J. Klafter, Phys. Rep. 339, 1 (2000).
[6] E. Barkai and R. S. Silbey, J. Phys. Chem. B 104, 3866
(2000).
[7] R. Metzler and J. Klafter, J. Phys. Chem. B 104, 3851 (2000).
[8] R. Metzler and J. Klafter, Phys. Rev. E 61, 6308 (2000).
[9] R. Metzler and T. F. Nonnenmacher, Chem. Phys. 284, 67
(2002).
[10] R. Metzler, E. Barkai, and J. Klafter, Phys. Rev. Lett. 82, 3563
(1999).
[11] 1. Goychuk, E. Heinsalu, M. Patriarca, G. Schmid, and P.
Hanggi, Phys. Rev. E 73, 020101(R) (2006).
[12] E. Heinsalu, M. Patriarca, I. Goychuk, G. Schmid, and P.
Hanggi, Phys. Rev. E 73, 046133 (2006).
[13] W. Deng, J. Comput. Phys. 227, 1510 (2007).
[14] Y. P. Kalmykov, W. T. Coffey, and S. V. Titov, Phys. Rev. E
75, 031101 (2007).
[15] M. Magdziarz and A. Weron, Phys. Rev. E 76, 066708 (2007).
[16] T. Gonzdlez Sanchez, J. E. Veldzquez, and P. M. Gutiérres
Conde, Appl. Phys. Lett. 60, 613 (1992).

[17] M. 1. Dykman, S. M. Soskin, and M. A. Krivoglaz,Physica A
133, 53 (1985).

[18] Y. A. Morozov, IEEE J. Quantum Electron. 35, 783 (1999).

[19] Y. M. Kang and Y. L. Jiang. J. Math. Phys. 51, 023301 (2010).

[20] H. Risken, The Fokker-Planck Equation: Methods of Solution
and Applications (Springer-Verlag, Berlin, 1984).

[21] E. Heinsalu, M. Patriarca, I. Goychuk, and P. Hanggi, Phys.
Rev. Lett. 99, 120602 (2007).

[22] E. Heinsalu, M. Patriarca, I. Goychuk, and P. Hanggi, Phys.
Rev. E 79, 041137 (2009).

[23] I. Podlubny, Fractional Differential Equations: An Introduc-
tion to Fractional Derivatives, Fractional Differential Equa-
tions, to Methods of their Solution and Some of their Applica-
tions (Academic Press, New York, 1998).

[24] Y. M. Kang, J. X. Xu, and Y. Xie, Phys. Rev. E 68, 036123
(2003).

[25] M. L. Dykman, H. Haken, G. Hu, D. G. Luchinsky, R. Man-
nella, P. V. E. McClintock, C. Z. Ning, N. D. Stein, and N. G.
Stocks, Phys. Lett. A 180, 332 (1993).

[26] M. 1. Dykman, D. G. Luchinsky, R. Mannella, P. V. E. Mc-
Clintock, S. M. Soskin, and N. D. Stein, Phys. Rev. E 54, 2366
(1996).

[27] M. 1. Dykman, R. Mannella, P. V. E. McClintock, F. Moss, and
S. M. Soskin, Phys. Rev. A 37, 1303 (1988).

[28] J. F. Lindner, B. J. Breen, M. E. Wills, A. R. Bulsara, and W.
L. Ditto, Phys. Rev. E 63, 051107 (2001).

021109-6



